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Abstract

The topic of this study is the control of signalized intersections, specifically the control
of switching lanes, which are approach lanes of which the traffic assignment can be
changed. When the demand at an intersection varies considerably, being able to change
the lane configuration can reduce delay, especially in saturated conditions. Currently
five intersections in the Netherlands already have a single switching lane that switches
at two fixed times per day. However, using multiple switching lanes and being able to
switch when needed may further reduce delay.

Previous work on this topic was fairly limited in scope, did not use predictive control
and did not integrate the control of traffic signals and switching lanes. In this study
two model-predictive controllers for integrated traffic signal and switching lane control
of a single intersection were designed. The first aims to minimize delay while the second
aims to minimize the queue length. The main differences are that the first features a
more elaborate prediction model and uses longer time step durations, while the second
emphasizes faster measurements and computation and uses shorter time step durations.

Both controllers were evaluated using PTV Vissim, a microscopic traffic simulation pro-
gram. Fictional data consisting of simple signals as well as real-world data were used.
In the fictional data tests, compared to the static situation, switching reduced delay for
both controllers. In the real-world data tests no significant difference between static and
switching was found. A state-of-the-art signal controller used for comparison performed
equal or better in all cases.

Considerable insight has been gained concerning the working of a dynamic lane con-
figuration. The potential for delay reduction by using a predictive controller has been
shown, but more research is needed to make the controllers suitable for handling real-
world situations. The most important recommendation for future work is to improve
the signal control part of both controllers.

Master of Science Thesis F.J.C. Anema



F.J.C. Anema Master of Science Thesis



Table of Contents

Acknowledgements ix
1 Introduction 1
1-1 Motivation . . . . . . L 2
1-2 Goal . . . . . 5
1-3 Scope . ... 6
1-4 Outline . . . . . . . e 6
2 Existing knowledge on lane configuration optimization 9
2-1 Dynamic lane use at intersections in practice . . . . . . . .. .. .. .. ... 9
2-2 Literature on optimal static lane configuration design . . . . . . .. ... .. 13
2-3 Literature on dynamic lane configurations . . . . . .. ... ... ... ... 19
2-4  Conclusions on the existing knowledge on lane configuration optimization . . 23
3 Switching lane controller design 25
3-1 Development considerations . . . . . . .. ... 25
3-2 Delay-based method . . . . . . . . .. 28
3-3 Queue length-based method . . . . . . . . .. .. ... L. 39
3-4 Summary of switching lane controller design . . . . . . . . . ... ... ... 49
4 Evaluation method 51
4-1 Intersection selection . . . . . . . ... 51
4-2 Experiments . . . . . . ... 57
4-3 Experiment setup in PTV Vissim . . . . . . .. ... ... ... . ...... 60
4-4 Result visualization . . . . . ... 62
4-5 Statistical analysis method . . . . . ... ..o 62
4-6 Summary of thetest setup . . . . . . . . .. ... 63

Master of Science Thesis F.J.C. Anema



iv Table of Contents

5 Evaluation with fictional data 65
5-1 Delay-based method . . . . . . . . ... 65
5-2 Queue length-based method . . . . . . . . .. ... ... ... ... 70
5-3 Summary of evaluation with fictional data . . . . . . .. ... ... ... .. 74

6 Evaluation with real-world data 77
6-1 Delay-based method with real-world data. . . . . . ... ... ... ..... 77
6-2 Queue length-based method with real-world data . . . . . . .. .. .. ... 80
6-3 Conclusions on evaluation with real-world data . . . . . . . . . .. ... ... 83

7 Controller comparison 85
7-1 Comparison method . . . . . . .. ... 85
7-2 Comparison results . . . . . . ... 86
7-3 Conclusions on controller comparison . . . . . . . . ... .. .. .. ... .. 88

8 Discussion 89
8-1 Delay-based method . . . . . . . . .. .. 89
8-2 Queue length-based method . . . . . . . ... .. ... L. 91
8-3 General discussion . . . . . . .. 93

9 Conclusions and recommendations 95
0-1 Summary . . . . . . 95
0-2 Conclusions . . . . . . . 96
0-3 Recommendations . . . . . . .. L 97

A 101
A-1 Intersection layouts . . . . . . . . ... 101
A-2 On Vissim . . . . 104
Bibliography 109
Glossary 113

F.J.C. Anema Master of Science Thesis



List of Figures

1-1 First example of the benefit of a switching lane . . . . . . . ... ... ... 3
1-2  Second example of the benefit of a switchinglane . . . . . . ... ... ... 3
1-3  Third example, where applying a switch seems beneficial but is in fact not . . 4

2-1 Aerial overview of the old situation at the intersection A12—Europalaan in
Utrecht. The white arrow indicates the lane that is now in use as a switching

lane. . . . L 10
2-2  Dynamic message signs indicate the lane use at the intersection A12—Europalaan
inUtrecht . . . . . . . . . 10

2-3  Aerial overview of the old situation at the intersection Holterweg—Zweedsestraat
in Deventer. The white arrow indicates the switching lane that is now in use. 11

2-4 Double signal head for the switching lane at the intersection Holterweg—
Zweedsestraat in Deventer . . . . . .. ... 12

3-1 Visualization of both horizon values, with N, = 3 and N, = 5, where & is

the current time and 75 is the time step duration . . . . . . ... ... ... 30
3-2 Schematic representation of the MPC implementation, with N, = 2 and

o 37
3-3  Schematic of the MPC implementation, with Ny, =3 and Ty, = 0.5T%, . . . . 40
4-1 Schematic representation of K359 with switching lanes . . . . . . . ... .. 52
4-2 Demand data of K359 on 8 April 2014 . . . . . . . . ... ... ... 53
4-3 Schematic representation of K302 with switching lanes . . . . . . . .. . .. 55
4-4 Demand data of K302 on 27 May 2014 . . . . . . .. ... ... 56
4-5 Example of step and sinusoid demand increase . . . . . .. . ... ... ... 58

4-6 Example of the modeling in Vissim of an approach with three lanes of which
onecanswitch . . . . . .. 61

Master of Science Thesis F.J.C. Anema



Vi List of Figures
4-7 Example of how a performance metric is presented in combination with the
lane configuration . . . . . . ... 62
5-1 Difference in cumulative delay between static and switching; for step with
d=250 . . . . 68
5-2  Queue length, single simulation with sine signal, d = 250, N, = 8, K = 1900,
p=0.7 . 72
5-3 Difference in cumulative delay between N, = 8 and N, = 1; for step, d =
250, K = 1850, p = 0.7, showing the lane configuration of N, =8. . . . . . 73
6-1 Difference in cumulative delay between static and switching; for Ty = 2min . 79
6-2 Difference in cumulative delay between static and switching . . . . . . . . .. 82
A-1 Layout of intersection K359 (source: municipality of The Hague) . . . . . . . 102
A-2 Layout of intersection K302 (source: municipality of The Hague) . . . . . . . 103
A-3 Implementation of K359 in Vissim . . . . .. . .. ... ... ... ..... 107
A-4 Implementation of K302 in Vissim . . . . ... ... ... ... ....... 108
F.J.C. Anema Master of Science Thesis



List of Tables

3-1 Comparison of fmincon solver algorithms . . . . . . . .. .. ... .. ... 39
3-2 Differences between the two methods . . . . . . . .. . ... ... ... ... 50
4-1 Default lane configuration of K359 . . . . . . .. .. ... ... 52
4-2 Parameters for determining clearance time . . . . . . .. .. ... L. 54
4-3 Clearance times (s) for K359 . . . . . . . . .. ... 54
4-4 Phaseorderof K359 . . . . . . . ... 54
4-5 Default lane configuration of K302 . . . . . . .. .. ... 55
4-6 Clearance times (s) for K302 . . . . . . . ... ... ... ... 57
4-7 Phaseorder of K302 . . . . . . . . . . 57
5-1 Total delay (1 x 10%*s) for different prediction model lane capacities . . . . . 66
5-2 Comparing static and switching . . . . . . . . .. .. ... ... .. .. ... 67
5-3 Comparing control horizon values . . . . . . . . .. ... ... .. ... ... 69
5-4 Total delay (1 x 10%*s) for different prediction model parameters . . . . . . . 70
5-5 Total delay (1 x 10%*s) for different prediction horizons . . . . . . ... ... 71
6-1 Comparing time step durationvalues . . . . . . . ... ... ... ... ... 78
6-2 Comparing static and switching . . . . . . . . .. ... ... L. 79
6-3 Comparing prediction horizon values . . . . . .. ... ... ... ...... 81
7-1 Result selection for comparison . . . . . . ... 86
7-2 Comparison of three controllers, using delay as performance measure . . . . . 87

7-3 Comparison of three controllers, using the number of stops as performance
MEASUIE . . . . . . . o L e e e e 87

Master of Science Thesis F.J.C. Anema



viii List of Tables

F.J.C. Anema Master of Science Thesis



Acknowledgements

First, I want to sincerely thank my daily supervisor dr. ir. Ronald van Katwijk for
his energetic support during the past year. I really enjoyed our talks, they were always
helpful and sparked new insights, and so I cannot imagine having done this research
without your help. Your door was always open and you were always enthusiastic, which
I deeply appreciate.

I also want to express gratitude to my advisor prof. dr. ir. Bart De Schutter. Your guid-
ance and support have been great, our meetings always motivated me. I also earnestly
appreciate your help in proofreading this thesis.

My sincere thanks also goes to dr. ir. Henk Taale and Anahita Jamshidnejad for taking
the time in their busy schedules to be a member of the graduation committee.

I am also grateful for the support of my friends and family, some of whom even helped
proofread this thesis. My parents deserve a special expression of thankfulness, because
they have always supported me.

I would like to conclude these acknowledgments with stating that I hope that this thesis
shows I now know what the numbers mean.

Delft, University of Technology F.J.C. Anema
September 15, 2015

Master of Science Thesis F.J.C. Anema



X Acknowledgements

F.J.C. Anema Master of Science Thesis



Chapter 1

Introduction

Futuristic visions from the 1950’s predicted that by now we would fly in cars through our
cities, without congestion or delay. This prediction has turned out to be too optimistic
as we still drive our cars. We still have red lights to wait at. Although the study of
intelligent vehicles is an exciting and upcoming field, promising to drastically change the
way we travel in the urban environment, the reality on the road is still somewhat similar
to 60 years ago, and therefore in need of intelligent solutions.

In a dense urban environment a significant part of the delay experienced by drivers is
caused by intersections. That is why for several decades a lot of research has focused
on improving the throughput of intersections. The part of the research that focuses on
control has one thing in common: it sticks to the degrees of freedom traffic signals have.
Control methods for signalized intersections currently have two degrees of freedom: the
order in which the signals get green and the duration each signal is green.

This thesis aims to extend these two degrees of freedom with a third: the lane config-
uration. This term describes the way the flows of traffic with different directions are
assigned to each approach lane. The lane configuration does not have to be fixed, but
can instead by dynamic. There are already a few intersections where dynamic lane use
is implemented, though small-scale, switching at fixed times, and un-evaluated.

As cars become more connected, flexible use of infrastructure becomes more feasible, and
dynamic lane use has interesting but until now neglected promise. This thesis will add
knowledge to this unexplored research field and for the first time add the full possibilities
of lane configuration control to the already powerful capabilities of traffic signal control.

This thesis will explore this new approach of combining lane and signal control, with the
aim of reducing delay for urban intersections. This is a small step towards travel time
reduction, less noise and emissions, and in general more livable cities.

Master of Science Thesis F.J.C. Anema



2 Introduction

1-1 Motivation

The motivation for this study is to further reduce the delay experienced by drivers at
signalized intersections. The assumption is that when demand for a certain direction is
significantly higher than for other directions, adding more lane capacity to that direc-
tion is beneficial in terms of delay reduction. To motivate this assumption three short
examples will be given. These will show that using a dynamic lane configuration where
the combination of lanes and signals can be controlled can result in a reduction of delay.

In these examples in each situation a and situation b the same flow is used, indicated
by the number of vehicles in the image. Time losses are neglected so that the phase
order, which is the order in which the signals get green, is not of influence and that the
optimal signal timing can be calculated easily. This makes sure that the two current
ways of intersection control, phase order and signal timing, are already optimal and it
thus comes down to what lane control can achieve.

In the examples the practical concept of a switching lane is introduced. This term is
used to describe a lane on the approach of an intersection that can switch its assignment.
It can for example be used by left-turning or right-turning traffic, depending on which
movement has more demand.

In the figures the green time of each movement is indicated, which is calculated assuming
a saturation flow of s = 1800vehh™!. In these examples the smallest possible time in
which all traffic can be serviced is called the cycle time T¢. Since the demand in each
example a and b is the same, a lower cycle time is an indication of a more efficient process
with less delay. This is an intuitive truth that can be verified using Webster’s famous
simplified delay formula [1]. By comparing the cycle times the effect of a switching lane
can be assessed.

Example 1 Consider the image in Fig. 1-1. In situation 1la, for traffic originating from
the south, there are two approach lanes for going right and one for going left. It takes
10s to fully drain the queue of traffic going left. Traffic on the other two legs is light
and takes 2s each. With a cycle time of T = 125 all traffic can be serviced, first 10s
for the traffic from the south followed by 2s for the traffic from the east and west.

Suppose that the middle lane of the south approach can switch its assignment, that it
is a switching lane. In situation 1b the assignment of the middle lane on the south leg is
switched from right to left. Now traffic going left takes 6s to drain, resulting in a lower
cycle time of Tc = 8s. As stated before a lower cycle time while processing the same
demand means traffic will experience less delay. This example shows a situation where,
next to an optimal phase order and signal timing, lane switching can reduce delay even
further.

Example 2 A suspicion following from example 1 could be that the lane configuration
in situation 1b is just more optimal than the one in situation la for any demand. This is

F.J.C. Anema Master of Science Thesis



1-1 Motivation

Situation 1a
Tc =12s

Situation 1b
Tc =8s

Figure 1-1: First example of the benefit of a switching lane

Master of Science Thesis

Situation 2a
Tc=12s

Situation 2b
Tc =10s

Figure 1-2: Second example of the benefit of a switching lane
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4 Introduction

not true, as will be shown in the second example in Fig. 1-2. Situation 2a has the same
lane configuration as in situation 1b, but demand has changed such that much more
traffic wants to turn right instead of left. Switching the assignment of the middle lane
back to the one in situation la reduces the cycle time by 2s and thus also reduces delay.
This example, in combination with the first example, shows that with changing demand
it can be beneficial to change the assignment of a switching lane back and forth.

N
Situation 3a
Tc =125

Situation 3b
Tc =14 s

Figure 1-3: Third example, where applying a switch seems beneficial but is in fact not

Example 3 Example 1 and example 2 could be interpreted as proof that the optimal
lane configuration can be found by equalizing the flows over the available lanes, or by
equalizing the green times of the movements. The third example in Fig. 1-3 will show
this is not true. In this example the traffic originating from the south is the same as
in example 2, but the amount of traffic from the east is increased. The cycle time now
increases when the lane is switched in situation b, resulting in more delay, even though
compared to situation a the flow is distributed more equally over the lanes and the green
times are more close to their mean. This shows that switching a lane to equalize the
flows or green times not necessarily leads to less delay.

In example 2 and 3 the amount of traffic on the south leg is the same, but switching
was only beneficial in example 2, because in example 3 the demand on another leg
changed. This shows that the amount of traffic on conflicting movements has an impact
on the effect of a switching lane. It is not sufficient to only consider the movements that
use a switching lane, instead the whole intersection has to be taken into account when
determining if switching is beneficial or not.

Conclusions These simple examples give a couple of important insights:

F.J.C. Anema Master of Science Thesis



1-2 Goal 5

e Switching lanes can decrease delay.

o With optimal phase order and signal timings, a switching lane can reduce delay
even further.

¢ Using a switching lane to equalize the flow on each lane does not necessarily lead
to less delay.

o Using a switching lane to equalize green times does not necessarily lead to less
delay.

e The whole intersection needs to be taken into account when determining the opti-
mal lane configuration.

1-2 Goal

This study has two main goals. The first is to develop two controllers for a dynamic lane
configuration system. The second is to evaluate these controllers and produce insights
on how a dynamic lane configuration works.

There currently is almost no literature available on the control of lane configurations and
so there is no precedent on how such a controller should be build. With two controllers
instead of one, each with a different approach, results can be compared, which will
provide more insights on how both control methods interact with the dynamic lane
configuration.

Given the exploratory nature of this study, the questions that this study hopes to answer
are fairly broad:

e What type of controller is suitable for handling a dynamic lane configuration sys-
tem?

e What is the impact of a switching lane on the whole intersection?

e Should the controller both consider signal and lane control in an integrated fashion?
e Can the controller work online, operating while the intersection is being used?

e What is the effect of using prediction?

e Does applying the controller result in an optimal lane configuration?

Master of Science Thesis F.J.C. Anema



6 Introduction

1-3  Scope

To clarify the scope of this research some of the aspects that will not be considered are
listed here.

e The research will be limited to isolated intersections, ignoring networking effects.
Urban traffic networks are a very interesting field of study but would broaden the
scope too much.

e The number of available lanes will be considered fixed. This means that each
approach and each exit has a fixed number of lanes. Instead what can change
dynamically is which movement is allowed on which approach lane.

¢ A dynamic lane configuration will have consequences for the behavior of drivers.
Driver acceptance is an aspect that should be studied but it will be left as future
work.

¢ Some information on the practical implementation of a lane switching mechanism
will be given, but it will not be discussed in depth. Furthermore the monetary
costs of such a system will not be considered.

¢ Demand prediction is needed for the methods in this study, but how that should
be done is not part of this study. It is an extensive research field of its own and it
would be too much to include it here. Instead a referral to relevant research will
be given.

e A fixed phase order will be used. A test with two intersections and a range of
demands and lane configurations showed that for each intersection a single optimal
phase order could be selected. In light of this the phase order is fixed to reduce
complexity. However, it is possible to include the determination of the phase order
in the methods developed in this thesis, and it could certainly be included in future
research.

e Pedestrians and bicycles will not be included. This way the effects of the lane
switching mechanism can be seen more clearly.

e Only passenger cars will be considered. The effect of trucks, public transport,
and other non-standard vehicles is neglected. In reality they have a great impact
on the working of an intersection and they should therefore be included in future
research.

1-4 Qutline

Theoretical background In Chapter 2 the knowledge on dynamic lane use that forms
the basis for this study will be presented. In the Netherlands there are five intersections
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1-4 Outline 7

where a switching lane mechanism has already been implemented. Two of these practical
cases will be discussed. What follows is a literature study on static lane configuration
design methods, one of which was used as a basis for the work in this study, and on
dynamic lane configurations, of which very few studies exist.

Design In Chapter 3 the two controllers that have been developed in this study will
be introduced. Their description will be preceded by a part on the development consid-
erations.

Method Chapter 4 is about the test setup with which the two controllers have been
evaluated. The chapter describes the intersections and demand data that were selected,
and the way microsimulation was used to perform the experiments.

Results In Chapter 5 the results from the evaluation with fictional demand data will be
presented and analyzed. Chapter 6 shows and analyzes the results from the evaluation
with real-world demand data. Chapter 7 features a comparison of the results of the two
controllers with a state-of-the-art signal controller.

Discussion, conclusions and recommendations Chapter 8 will feature a discussion
of the presented work. Then in Chapter 9 this thesis will be concluded with a small
summary, general conclusions based on the questions posed in this introduction, and
finally recommendations for further research.

Master of Science Thesis F.J.C. Anema
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Chapter 2

Existing knowledge on lane
configuration optimization

In this chapter the existing knowledge on the optimization of lane configurations will
be presented. It will start with two practical cases of dynamic lane use at signalized
intersections in Section 2-1. Next a brief review of the literature on lane configuration
optimization will be presented. An important part of the papers on lane configuration
optimization considers the static case in which an optimal static configuration is the
goal. Literature on this static case will be discussed first in Section 2-2. Afterwards in
Section 2-3 the way these models were used for online control of the lane configuration
will be described.

2-1 Dynamic lane use at intersections in practice

The dynamic use of lanes is not very common at intersections. At almost all intersections
in the Netherlands the movements allowed on each lane are fixed. There are however five
examples of intersections where on a single lane the type of movement can be switched.
This is done mostly to accommodate a tidal-like rush hour peak and therefore the lane is
switched at fixed times. Of these lane-switching intersections two cases will be discussed:
the first is located in Utrecht at the A12 and the Europalaan, and the second is located
in Deventer at the N344 and the Zweedsestraat. The three intersections that will not
be discussed are located in Bunnik at the A12 and N229, in Beverwijk at the A22 and
N197, and in Nieuwegein at the N408 an the Martinbaan.

Master of Science Thesis F.J.C. Anema



10 Existing knowledge on lane configuration optimization

2-1-1 Intersection A12—Europalaan, Utrecht

A large intersection in Utrecht links the on- and off-ramps of the A12 freeway with the
Europalaan, an important urban artery. See Fig. 2-1 for an overview. The municipal
traffic office analyzed the flows on the north and westbound directions originating from
the south. They compared the demands during morning and evening rush hours and
found a tidal-like change. That is why they decided to try to use a lane in a flexible way,
switching its assignment twice a day. DHV, an engineering consultancy, was approached
to help write the signal software. No microsimulation was done before implementation,
but the system was tested in a numerical way using COCON, a traffic signal design
program.

Figure 2-1: Aerial overview of the old situation at the intersection A12—-Europalaan in
Utrecht. The white arrow indicates the lane that is now in use as a switching lane.

Figure 2-2: Dynamic message signs indicate the lane use at the intersection Al2-
Europalaan in Utrecht

F.J.C. Anema Master of Science Thesis



2-1 Dynamic lane use at intersections in practice
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The switching lane is implemented using electronic as well as mechanical variable message
signs and two signal heads, one for each movement, of which only one can be active at
the same time. In October 2014 electronic message signs where also added to the other
lanes to make the situation more clear to drivers. There is no pavement marking on the
switching lane. Part of the hardware that is implemented at the intersection is shown
in Fig. 2-2.

No formal analysis was performed after implementation. Marcel de Lange, traffic en-
gineer at the municipality of Utrecht, did however state in a personal interview that
the use of the switching lane is perceived as beneficial. During the evening peak the
left-going lane is no longer over-saturated and spillback is reduced. Sometimes drivers
do go straight ahead when the switching lane is in use for left-turning traffic. Because
of conflicting movements this is a dangerous situation, although no incidents are known
to Marcel.

2-1-2 Intersection Holterweg—Zweedsestraat, Deventer

The intersection Holterweg—Zweedsestraat in Deventer is part of a larger junction linking
two urban highways and a larger urban road. An overview of the intersection is shown
in Fig. 2-3. A clear tidal-like flow pattern was seen in the demand for left-turns and
straight-ahead movements on the westbound direction. DHV developed the necessary
software to turn the middle one of three lanes at that direction into a switching lane. No
microsimulation was performed before implementation, but the system was numerically

analyzed in COCON.

Figure 2-3: Aerial overview of the old situation at the intersection Holterweg—Zweedsestraat
in Deventer. The white arrow indicates the switching lane that is now in use.

The implementation features double signal heads of which only one can be in use at a
time. This is shown in Fig. 2-4. Switching happens twice a day at fixed times. First the
lane is closed by electronic message signs. When the detector loops in the road confirm
that the lane is empty the operating mode can be switched.

Master of Science Thesis F.J.C. Anema



12 Existing knowledge on lane configuration optimization

There has been no official evaluation after implementation. Klaas-Jan op den Kelder, a
traffic engineer at DHV, stated in a personal interview that the system works as intended
as the intersection has an improved throughput. In the beginning road users did not
understand the switching lane and stayed on the far left lane, but gradually the switching
lane is used more often. It still happens that people drive straight ahead when the lane
is in use for left-turns, but fortunately there are no conflicting movements with which a
collision could occur. According to Klaas-Jan the implementation of the switching lane
has not reduced safety at the intersection.

Figure 2-4: Double signal head for the switching lane at the intersection Holterweg—
Zweedsestraat in Deventer

2-1-3 Conclusions on dynamic lane use at intersections in practice

In practice only five intersections in the Netherlands have a dynamic use of lanes. In
all cases only one approach lane is used as a switching lane. The designation of that
lane switches at fixed times. In a sample of two of the intersections it was found that
no written evaluation is available.

A single switching lane can be implemented in practice. For an overview of possible
hardware the reader is directed to [2, Ch. 7]. For anything more than a single switch-
ing lane, such as multiple switching lanes, or switching lanes extending over multiple
intersections, there is no precedent.

There is no information available on why there are not more cases of dynamic lane
use at intersections in practice. There are several possible factors: the costs of such
a system, perhaps also a lack of intersections which have a demand profile that would
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clearly benefit from a switching lane, the lack of information on this topic available to
traffic engineers, and the expected difficulties with road user acceptance.

Based on the current state of dynamic lane use at intersections what still needs to be
investigated is the use of multiple switching lanes at a single intersection, the effect of
a switching lane over multiple intersections, and how these measures should be imple-
mented in practice.

2-2 Literature on optimal static lane configuration design

In a Dutch guide for urban traffic methodologies the design of an intersection is described
in a certain number of steps [3, p. 1101]. First flows are estimated, then a preliminary
design is made. The feasibility of the design is analyzed by calculating the exit capacities
and cycle times for the configuration. If needed the design is edited, else the traffic
engineer can continue with determining the signal plan. This methodology shows that the
design of the lane configuration and the signal plan are separate steps in the procedure.
The intersection layout is considered an input for the signal planning. In practice the
lane configuration is based on the flow data and the experience of the traffic engineer.

What if instead an optimization algorithm is used that automatically designs an optimal
intersection layout? Some research has been done in this field, first only considering the
lanes and signal phases, later also integrating signal timing, and the number of lanes.
The methods of these papers and their merits will be discussed in this section.

2-2-1 Lam et al. (1997)

Category Optimization Optimization Problem  Solving method
includes criteria type

Static Lanes and signal Flow ratio MILP Three stages. Generic
phase structure MILP solver.

Lam et al. were one of the first to integrate the design of the intersection and signal
plan in one optimization scheme [4].

Commonly for intersections variables are based on movements or links instead of lanes.
In contrast, this paper models an intersection by defining variables for each lane. Other
papers that will be presented afterwards follow this idea, that is sometimes called the
lane-based method.

The model uses integer variables to indicate the movement and lane use patterns. Traffic
belonging to a single movement is assumed to distribute evenly over the available lanes,
a concept called flow equalization. Cyclists are not considered but pedestrians are.

Master of Science Thesis F.J.C. Anema
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Existing knowledge on lane configuration optimization

The optimization is done in three separate stages, which was necessary in order to reduce
the computation time to an acceptable range. All three problems are of a Mixed Integer
Linear Programming (MILP) kind and can be solved with any applicable optimization
algorithm. In the paper the IMSL Numerical Library is named as an example of a
possible solution method.

First only vehicular traffic is considered. As objective function the sum of the flow ratios
of all lanes is used and as such signal timings do not have to be calculated. This step
results in a lane configuration and a phase structure. Secondly the pedestrian movements
are allocated to the previously determined phases. This is done by maximizing the sum
of the binary right-of-way variables of the pedestrians. If not all pedestrian movements
can be allocated an all-red phase will be added in which all pedestrian movements are
placed. Third the sequence of the phases is reordered. This is done by maximizing a
reward function, where a reward is given if the ordering allows movements to continue
in consecutive phases.

The evaluation of the method is based on data collected at six intersections in Shenzhen,
China. The existing and the integrated designs are compared using TRANSYT-7F, a
mesoscopic traffic simulation and signal optimization program. The integrated design
performs much better than the existing design, reducing the average delay by almost
73 % and the number of stops by 25 %.

Analysis

The biggest drawback of this method is the splitting of the problem in three serial steps.
Because pedestrians are considered separately often an exclusive pedestrian phase is
added by the algorithm during the second step. In the case study for each intersection
a separate all-pedestrian phase was added by the method. For pedestrians this can
be beneficial for wide intersections with low traffic volume [5], but it is in general not
applied in the Netherlands. There are however a few intersections where an exclusive
cyclist phase is used, but overall this strategy is not advised [6, p. 290]. Reasons are
the increase in waiting time for motorized traffic, the inability to include pedestrians in
this all-green phase because of conflicts between cyclists and pedestrians, the decrease
in safety because of conflicting cyclist streams moving at the same time, and the risk of
red light negation by vehicles when there are only a few cyclists.

A limitation of the model is that signal timing is not included in the optimization. Only
the movements per phase and the phase order are considered. Including the cycle time
and phase timing in the optimization may provide overall better results.

The choice for flow ratio as objective function is reasonable since in a way it maximizes
capacity. But it does not explicitly minimize the factors most visible to road users: delay
and the number of stops. Including these as objective variables may reduce robustness
but increase user experience.
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2-2-2  Wong & Wong (2003): linear cost function

Category Optimization in- Optimization criteria  Problem Solving method
cludes type

Static Lanes, signal timing Capacity, cycle time  MILP Branch-and-
bound + LP

In the spirit of the paper by Lam et al. a lane-based optimization method was presented
in [7]. Compared with its predecessor this paper unifies the optimization of traffic and
pedestrian movements. It also considers cycle time minimization instead of only capacity
maximization. Another difference is that signal timing calculations are included.

The model used is somewhat similar. Again traffic of each movement is assumed to
divide equally over the available lanes. For each lane three binary variables describe to
which legs traffic may travel. Signal timing is included, the model finds the start and
duration of green for each movement based on the conflicts and their clearance times.

As objective criteria capacity maximization and cycle length minimization are used, but
not simultaneously. Delay minimization is omitted since it would make the problem non-
linear. Capacity is defined as a demand matrix multiplier, assuming that flows would
increase in proportion to the demand matrix, while keeping a maximum acceptable
degree of saturation. The cycle time is minimized directly and has a lower and an upper
constraint. Both problems are of the MILP kind and can be solved with any suitable
method, such as branch-and-bound combined with a Linear Programming (LP) solver.

The method is demonstrated by calculating the optimal lane configuration and signal
plan for an isolated intersection with hypothetical traffic demand. Computing time was
on average 20s on a Pentium III 600 MHz computer. The demonstration of the method
is based on fictional demand data and furthermore no comparison with other methods
is made.

Analysis

The framework presented in the paper is more useful than the one by Lam et al. discussed
in Section 2-2-1, because it does its optimization in one stage and also incorporates signal
timing. It is flexible, many specifications can be incorporated in the constraints. It is
also computationally attractive since it can be solved in reasonable time.

The assumption of flow equalization, the concept that drivers will divide equally over
the available lanes in their direction, makes the model easier to handle but less accurate.
In practice drivers may prefer one of the available lanes making the queues there longer.
This preference can depend on local circumstances such as a lane merging just after the
intersection.
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The choice of objective criteria is limited. Capacity maximization is useful for increasing
the robustness against future demand increases but does not necessarily provide drivers
with a shorter travel time. For area traffic control it is useful to know the lower bound
on the cycle length, but in general its minimization does not provide better intersection
performance. Delay, number of stops, travel time, or queue lengths would be more
interesting objective criteria.

The paper does not make clear how good the solutions of the method are in terms of
for example delay compared to other methods, such as manual designs. This makes it
difficult to assess the quality of this method.

2-2-3 Wong & Wong (2003): non-linear cost function

Category Optimization Optimization Problem  Solving method

includes criteria type
Static Lanes, signal Delay  (Web- Non- Cutting plane, line search
timing ster’s two-term) convex using common demand mul-

MINLP tiplier and cycle length

In a paper [8] by the same authors the problem is solved using delay as objective function.
Webster’s two-term delay expression is used, as was done in [9], where the resulting
convex objective function was linearized by a piecewise affine approximation. Here this
is not possible because the objective function is non-convex and the solution space is
more complex. Instead the study tests a cutting plane algorithm for pseudo-convex
problems and a heuristic line search algorithm.

For the line search algorithm first a range of cycle times is chosen of which the smallest
is determined by cycle time minimization as described in their earlier paper presented
in Section 2-2-2. Then for each cycle time, using capacity maximization as optimization
criterion, the optimal lane configuration and signal structure and timing is found. Using
SIGSIGN, a traffic signal design program, the optimal signal timing is again calculated
and the overall delay is found for each of the configurations. The lane configuration with
the lowest delay is chosen as the solution.

The method is tested using a standard four-leg isolated intersection with fictional de-
mand. First a lane configuration is devised in the way a traffic engineer would. Then
both non-linear solvers are tried. Compared with the manual design the cutting plane
algorithm reduced delay with 9.1 %. It needed 156 iterations with a total runtime of
68 h. The line search method reduced delay with 9.4 % and needed 40 min to find this
solution.
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Analysis

It is interesting that they tried to solve the non-convex MINLP problem directly using
the cutting plane algorithm, since these types of problems are hard to solve. It is
unfortunate that their computing time became so large.

Their heuristic line search method was much faster than the cutting plane algorithm and
delivered a better result as well. Out of a range of solutions the one with the smallest
delay is selected, so the quality of the solution depends on the step size in the initial
range of cycle times. The method does not optimize based on delay directly, but through
a number of steps. In the last step the commercial software package SIGSIGN is used
to find the delay. Not much can be found about this software, but it can probably also
be done using other methods as well.

2-2-4 Wong, Wong, and Tong (2006): multi-period demand

CategoryFeature Optimization Optimization Problem Solving method

includes criteria type
Static ~ Multiple  Lanes, sig- Capacity, cycle MILP, Linear: not speci-
demand nal timing  length, delay non- fied. Non-linear: line
matrices convex  search
MINLP

In [10] the same model as in the previous papers is extended to incorporate multiple
demand matrices, where previously it used only one demand matrix as input.

The model is mostly similar to the previous work, but now most constraints must be sat-
isfied for multiple demand matrices. As optimization criterion the same non-linear delay
as before is used. This non-linear problem is solved by using the heuristic line search
method that was explained before. It finds several lane configurations by maximizing a
common demand multiplier for a range of cycle times and then selects the configuration
with the lowest delay.

In the paper the method is demonstrated with a numerical analysis. No comparison
with other methods is made. Three demand matrices are used and therefore the number
of variables and constraints is tripled, and since it is a mixed-integer problem the search
space grows exponentially. On a Pentium IV 1.8 GHz computer it took 14 min to find
the solution to the linear capacity maximization subproblem. The non-linear heuristic
method needed 6 h and 20 min to find a solution.

Analysis

What the effect is of using multiple demand matrices in the optimization instead of just
one is not presented in this paper. The authors only showed that their method functions.
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The same remarks on the heuristic line search method as before can be made. In ad-
dition to those remarks, the selection of the configuration with the lowest delay is less
straightforward, since the multiple periods add a dimension to the selection problem.
The delay of each period has a different order of magnitude, which the authors solved
by creating a weighted sum of the delays for the periods of a single cycle time. The size
of the weights should be decided by the user and has a big influence on the outcome of
this method.

2-2-5 Wong & Heydecker (2011): entry and exit lanes

Category Feature Optimization Optimization Problem Solving
includes criteria type method
Static ~ Also optimize split Lanes, signal Capacity MILP CPLEX

between approach timing
and exit lanes

The same main author of the previous papers, together with Heydecker, presents in [11]
more research on the same topic. Difference with previous research is that the split
between approach and exit lanes is added to the optimization. This means that the
method also determines which part of the available lanes is used as approach and which
part is used as exit lanes. Constraints are added to the original model such that a
feasible design is achieved. Most notably the number of exit lanes at each leg should be
high enough to accommodate the movements using them.

Again a common demand multiplier is used as objective function in order to maximize
reserve capacity, resulting in a MILP problem. The method is demonstrated with a
numerical test. With 7 lanes per leg the algorithm needs 35 min to find a solution on
a Pentium Duo 2.0 computer. Seven manual designs of the same test case were made,
these all had a 1 to 14 % lower capacity reserve than the solution found by the algorithm.

Analysis

The extension presented in this paper is a good contribution to the study of lane con-
figuration optimization. The idea to include the split between entry and exit lanes has
proven to be potentially beneficial, but increases the problem size and computation time.

Missing from this paper are pedestrian phases, which were included in Wong’s previous
research. The non-linear delay case is also not considered, probably because of high
computation time.
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2-2-6 Conclusions on the optimal design of intersections

The base work by Wong & Wong provides a general model of an isolated intersection
that can be used to optimize the lane configuration and signal timings. The extensions
presented in further papers show the flexibility of the model. There are however some
restrictions as well:

e The models presented are only valid for isolated intersections with demand data
available.

e An assumption that limits the models accuracy is the flow equalization principle:
in reality when more lanes are available to a movement, queues may in general not
have the same length.

o Computation time increases rapidly when a non-linear objective function is used
or when approach and exit lanes are added to the optimization.

o For minimizing delay a heuristic solving method is used that is not attractive
because of its multiple steps and multiple computer programs, and its dependency
on the choice of step size in the initial cycle time range.

The models discussed here could form a basis for a dynamic lane configuration model.
Since for online use computation time is more critical, only the linear case with fixed
approach and exit lanes seems feasible. But as computational power has increased over
time, solving the optimization problems with a non-convex cost function may already
be a possibility.

2-3 Literature on dynamic lane configurations

The papers discussed in the previous section provide a traffic engineer with a way to
design an optimal intersection based on a certain demand dataset. A logical step is to
apply the same techniques to an intersection where the assignment of lanes can change
in real time: a dynamic lane configuration. This section will discuss papers that present
research on this topic.

2-3-1 Hausknecht (2011)

Category Feature

Multi-static Compare two lane configura-
tions, no optimization
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In [12] lane reversal on an intersection is briefly discussed. For a single intersection as
a test case the demand for a certain direction is increased significantly. Lane reversal
is implemented by adding an extra lane to the direction with the increased demand,
reducing the number of lanes available to the neighboring direction. The lane reversed
situation is compared with the unchanged lane configuration by using microsimulation.
The throughput was found to increase by 6 % when the lane configuration was changed.

Analysis
This small study provides no contribution to the modeling or control of a dynamic lane

configuration, but gives an indication of how big gains can be when lanes are used in a
dynamic way.

2-3-2  Zhang & Wu (2012)

Category Feature Optimization  Optimization Problem Solving
includes criteria type method

Multi- Find lane configura- Lanes, signal Flow ratio MINLP Exhaustive
static tion for multiple de- timing search
mand matrices

Based on the Wong & Wong model, which was presented in Section 2-2-2, Zhang &
Wu demonstrated the possible benefits of a dynamic lane configuration system [13]. As
optimization criterion they used the flow ratio. They minimized the largest flow ratio,
as a result equalizing the flows on the lanes. The optimization is done for each leg of
the intersection separately. The minimum is found by calculating the objective function
for all feasible lane configurations.

The method was tested by doing a numerical analysis, looping over a range of fictional
demand data. The delay was found to decrease with an increase in spatial variation of
the demand. Compared to a fixed-time signal controller the average delay was reduced
with 35 %.

Analysis

Their analysis is very limited and only functions as a numerical proof of concept. It
is not based on simulation and only considers the static case. This method can be
seen as redesigning the intersection and recalculating a fixed timing strategy for each
demand variation. No algorithm for switching the lane configuration is presented. The
implications of the system being dynamic are not researched.
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In the paper some difficulties with online implementation are identified, such as safety,
getting information to the road users, and the real-time estimation of traffic demand.
Apart from that no discussion is provided.

The choice for using the flow ratio as optimization criterion is questionable. It results in
the flows being equal on each lane, and as was shown in the examples in the introduction
this does not always lead to an optimal configuration, as it could even increase delay.

2-3-3 Zhao, Ma, Zhang, & Yang (2013)

Category Feature Optimization Optimization Problem Solving
includes criteria type method

Dynamic Define switch- Lanes Flow ratio = MINLP Exhaustive
ing criteria search

A much better approach is presented in [14]. It also uses the Wong & Wong model that
was discussed in Section 2-2-2.

First of all they conclude that while in the static case signal timing and lane configuration
can be optimized in an integrated approach, this is not advisable for real-time dynamic
control. They name computational complexity and differing horizons as reasons for this
separation.

In the paper two steps are introduced. First an optimal lane configuration is found by
integer non-linear programming. Second the decision whether to implement the found
configuration is made by evaluating a binary-type threshold.

The authors state that the lane assignment scheme of an arm is related only to that of
the opposite arm and not the entire intersection, and as such they make groups of arms.
Then for each group the lane optimization algorithm is performed separately.

The optimization criterion used is the critical flow ratio, defined as the highest ratio in
a signal phase of actual flow divided by saturation flow. The problem is solved by first
finding all valid lane configurations possible. Then the objective function is minimized
for each configuration and the one with the lowest result is selected.

The lane configuration is switched if three criteria have been met, which are a 10%
predicted drop in delay, a 15min window between the last switch, and the last two
optimization cycles resulting in the same solution.

The method was tested by microsimulation using PTV Vissim. Three different fictional
demand profiles where used, assuming that the future demand values are known by the
controller. A traffic-actuated signal controller was implemented. Applying the dynamic
lane algorithm on their test case reduced the average delay by 14.7 %.
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Analysis

In the introduction of the paper the authors explain why they did not combine lane
assignment and signal timing. Then they use an exhaustive search solving approach
that finds a solution within 1s, so it seems computational complexity is not an issue.
The argument that the horizons of signal and lane control should have a different scale
is more convincing.

The arm grouping is an interesting approach for reducing the search space. This is
valid if only lanes are considered and signals are not included. What the effect of this
simplification is on the result still needs to be investigated. The assumption in this thesis
is that signal control cannot be ignored when also applying lane control.

Using the flow ratio as optimization criterion was done because other criteria such as
delay or cycle time would need signal timing values, which are not included. Again,
optimizing the flow ratio does not necessarily lead to an optimal configuration in terms
of delay. It is unclear why the optimization problem is non-linear, while in [4] the use
of flow ratios resulted in a linear system.

The logic control rules that decide whether to implement a found configuration are a
good approach for their test case with three demand profiles. If they also work well
with a faster changing demand remains a question. Furthermore their approach is not
predictive but reactive, which limits the optimality of the placement of the switching
moments. Also, it is unclear how they changed the lane configurations mid-simulation
in Vissim.

Their evaluation is very limited, they tested only one case with a fictional demand profile.
With this they showed an extreme situation in which their method works. How good
the results are with other, more realistic demand profiles remains untested.

2-3-4 Conclusion on dynamic lane configuration

Little literature on dynamic lane configuration is currently available. The most recent
study is the only one that truly studies dynamic behavior. It combines a model-based
lane configuration optimization with a rule-based controller. It finds an optimal lane
configuration by minimizing the flow ratio and implements the configuration if certain
conditions are met. Some critical notes on this study include their use of an exhaustive
search solving method, their exclusion of signal timings, their use of the flow ratio as
optimization criterion, and the lack of a test using real-world data.

To the best of the author’s knowledge no other papers on the topic of dynamic lane
configuration are available in literature.
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2-4 Conclusions on the existing knowledge on lane configura-
tion optimization

In this chapter existing knowledge on static and dynamic lane configurations was pre-
sented. In practice only a few instances of dynamic lane use at intersections exist. At
these the function of only a single lane is switched and it is done at fixed times between
the morning and evening rush hour.

One model can be found in literature for the optimal design of the lane configuration
of intersections. Its most important feature is that it results in a Mixed Integer Linear
Programming problem, with variables on an individual lane basis. The optimization
criteria encountered in literature include flow ratio, capacity, cycle length, and delay.

Little research on the topic of dynamic lane control at intersections is available. The
study that best investigated the dynamic behavior of a dynamic lane configuration was
based on the model for optimal lane configuration design. Possible improvements on
that study are: including prediction in the control scheme, including signal timing, and
using delay as optimization criterion instead of the flow ratio.
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Chapter 3

Switching lane controller design

In this chapter the two controllers for a dynamic lane configuration system that have
been developed as part of this research will be presented. Section 3-1 will give some
background on the origin of the two controllers. Then in Section 3-2 the first controller,
called the delay-based method, will be presented. The second controller, which is called
the queue length-based method, will be presented next in Section 3-3.

3-1 Development considerations

This study started out as an adaption of the static lane configuration optimization model
by Wong & Wong which was presented in Section 2-2-2. Their model results in a Mixed-
Integer Linear Programming (MILP) problem that finds the lane configuration, signal
order, and signal timing for a static situation. The goal when starting this study was
to extend this static description into a dynamic, online method. However, in the two
developed controllers not much remains from the Wong & Wong model. In this section
the considerations in the development will be discussed. This forms a link between the
literature from the previous chapter and the controllers that will be presented in the
next sections.

3-1-1 Optimization criterion
Criteria available in static model

In the static model by Wong & Wong two optimization criteria are available: cycle time
and capacity. Both result in a linear problem.
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Cycle time Minimizing the cycle time would result in a fast signal timing, i.e. the green
times are just long enough to be able to process the demand. This results in a degree
of saturation of 1 for the critical signal groups, which means the signal timings are not
robust for non-uniform vehicle arrivals. This can be solved by setting a constraint on
the degree of saturation. Then the question becomes how large this value should be. A
rule of thumb is to set it to 0.9 [6, p. 155].

Capacity The capacity of an intersection can be maximized by applying a multiplier
on the demand values. The larger the multiplier, the more traffic the intersection can
handle. Maximizing this multiplier results in a robust configuration. The problem with
this approach is that it will always result in the largest allowed cycle time, so when
demands are low the delay will be very high.

First criterion for a dynamic method

An intersection design that will not change over time, i.e. a static configuration, should
be robust for fluctuations and possible future increases in demand. That is why capacity
maximization is a sensible choice when designing a fixed configuration. For a dynamic
configuration robustness is less important, since the whole idea of having a changing
configuration is to be able to deal with changes in demand. That is why for a dynamic
system the more fundamental goal of an intersection can become more prominent: to
process each arriving vehicle as fast as possible. This corresponds to the concept of delay
minimization.

Cycle time minimization cannot be directly used to minimize delay, because as Webster
[1] demonstrated a minimum cycle time does not result in the least delay. Instead the
optimal cycle time, which incorporates the randomness of vehicle arrivals, must be found.
In signal control delay models are used to calculate the optimal cycle time, these can
also be used to calculate and minimize the delay. Therefore the first controller will use
a direct formulation of delay as optimization criterion.

Second criterion for a dynamic method

Delay is not an ideal criterion since delay models tend to be fairly complex. They are
non-linear functions, most of them non-convex. Only the most simple delay model is
convex in two parameters [9]. Using a complicated delay model will have a large impact
on computation time.

As an alternative to delay, queue length, or the amount of vehicles waiting to be serviced,
is proposed as a second criterion. To keep things as elementary as possible a vertical
queue is used, which amounts to a simple input-output model. As a result the second
controller can have a linear cost function, which can be solved faster than the non-convex
cost function of the first controller.
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3-1-2 Extending the static model over time

The model by Wong & Wong is static, as it finds a configuration for a single period of
time. The duration of this period is undefined and is actually determined by the time
span of the selection of the demand. A very straightforward way to extend the model
over time is to calculate a configuration for each step in a range of time steps, that way
getting a configuration that changes over time. This was done in the research by Zhao
et al. presented in Section 2-3-3. A downside of this approach is that the effect a control
input has on the following time steps is not incorporated. This matters because there is
a cost associated with the switching of lanes.

Costs of switching lanes

At the few switching lanes that exist in the Netherlands switching procedures are defined
that make sure the transition of a switching lane from one movement to the other happens
in a safe way. The basic idea is that the switching lane should be empty before vehicles
from the new movement are allowed on the lane. In this study that behavior is modeled
by demanding a 120s period between uses by different movements, during which the
switching lane is not available.

This switching period comes with a cost. The lane cannot be used by both movements
during those 2min, so to still be able to handle all traffic the green times of those
movements must be prolonged, which means that vehicles of conflicting movements will
have to wait longer.

So when comparing switching with not switching, first the delay is higher for 2min,
followed by a longer period of lower delay. This means that the control input must
be based not only on the direct effects but also on the longer term effects. In short,
prediction is needed.

MPC

Model Predictive Control (MPC) is a class of control strategies of which the main feature
is that it finds an optimal control input based on predictions of future system states.
The basic components of an MPC scheme are a prediction model to predict the system
state, a cost function to determine the optimal control input, possibly constraints on the
optimization vector, and a receding horizon setup.

The receding horizon principle is a way to advance over time. The optimal control input
for each time step in the prediction horizon is found, but only the first entry is applied.
Then the time is advanced with one step and the process is repeated.

One of the biggest advantages of the MPC methodology compared to other control
techniques is that it is able to deal with constraints on the controller signals. Some of
the disadvantages of MPC are its dependency on the quality of the prediction model and
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its computational complexity, which means it is harder to set up and is less fast than
regular feedback control techniques.

The interested reader can find more information on the MPC methodology in the papers
referred to here. MPC was initiated in the late 1970’s as described in this survey [15].
It has since matured into its "glorious present’, a term coined in a more recent survey
[16]. An overview of research on the stability of constrained MPC is provided in [17].
MPC can also be used with discrete variables, which then falls under the hybrid systems
category. In [18] an important type of hybrid systems is presented, while also discussing
an MPC approach for controlling this type of system.

MPC is used in this study because it provides a methodology to find switching moments
based on prediction, which is assumed to lead to better results than reactively changing
the lane configuration.

3-1-3 From lane-based to movement-based

The model by Wong & Wong is lane-based, which means that each lane has its own
set of variables. The variables include the movements allowed on each lane, the signal
orderings, the flow on each lane, the start of green and the duration of green for each
lane and separately also for each movement. The movements allowed on each lane are
defined by binary lane use variables, and there are many of them. Even if a lane will
only be used for right-turning traffic, the variables for straight-ahead and left-turning
traffic still need to be used.

When extending the model over multiple time steps the number of variables increase
even further and efficiency becomes more important. To reduce complexity and speed
up calculations the lane-based approach was abandoned and instead variables per move-
ment were adopted. The Wong & Wong model was largely discarded, instead the lane
configuration is modeled by a few binary variables and the saturation flows.

What does remain from the Wong & Wong model is an adaptation of the way it calculates
the start and duration of green for each movement. This is described for the first
controller in the part on the constraints in the lower-level task in Section 3-2-3. For the
second controller it is included in the part on the signal timings in Section 3-3-7.

3-2 Delay-based method

In this section the first controller that was developed will be presented. It is called the
delay-based method and it is an MPC approach. Using a non-convex delay model it
finds the lane configuration and signal timing of an intersection that results in minimal
delay for users.
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3-2-1 General idea

The main idea of this method is to split the calculation of the signal timings and the
determination of the lane configuration. The result is an optimization problem with
two levels. The lower-level uses a delay model to find the signal timings that result
in the lowest delay for each time step in the horizon. The upper-level uses this delay
value to select the lane configuration with the lowest delay. This bi-level optimization is
performed for each time step, resulting in an optimal configuration over time.

Why a bi-level approach?

There are ways to solve an optimization problem with a mixture of integer and continuous
variables directly. So why not solve a single optimization problem that finds the lane
configuration as well as the signal timing? There are three main reasons:

1. Since an initial queue delay is needed the cost function is not only non-linear but
also non-convex. Solvers that can handle a mixed-integer problem with non-convex
cost function were not readily available.

2. Splitting the problem means a solver specialized in the type and the size of the
subproblem can be used.

3. With separate problems also different prediction horizon lengths can be used. This
can work similar to how a control horizon works in more regular MPC descriptions.
Computational complexity can be reduced and it furthermore makes sense because
of the delay between the lane switch and its effects on the intersection.

Horizons

To further specify how the two different horizons work consider the example in Fig. 3-1.
In this example at time step k a prediction is done for the next five time steps. This value
corresponds with the lower-level prediction horizon N,. The prediction contains differing
signal timings for each time step. This is not the case for the lane configuration. The
upper-level horizon N, from here on called the control horizon, dictates in this example
that for the last two time steps the same lane configuration as in k+2 has to be used.

The effect of this control horizon is that the computation becomes faster, because the
number of lane configuration combinations is reduced. Furthermore the effect of a lane
switch takes time to become fully visible, and as such it makes sense to predict more
time steps after the last lane configuration control input in the horizon.
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History N.=3 Prediction

Control horizon N, (upper-level task)
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> Prediction horizon N, (lower-level task)

Figure 3-1: Visualization of both horizon values, with N, = 3 and N, = 5, where k is the
current time and T is the time step duration

Assumptions

An important assumption is that the demand is known for future time steps. In a
simulation setting this can be achieved by using a self-created or a historical data set.
Another possibility is to predict the demand online. This can be done with for example
a simple extrapolation or a time series model. Demand prediction is a whole field of
study in itself and the interested reader is referred to a survey of the field in [19].

Another assumption, or restriction, is that the signal grouping and phase order is fixed.
A signal structure must be determined externally so that it can be used as input for
the method. Though inclusion of the optimization of the phase order is possible, it was
left out in order to make the problem less complex, and as such be better able to see
the workings and effects of the method. A short analysis of possible phase orderings for
different lane configurations indicated that the orderings used in this study perform well
for a multitude of lane configurations.

3-2-2 Upper-level optimization

The upper-level task finds the optimal lane configuration based on the delay values it
gets from the lower-level task.

Variables and problem

The only variables used in this task are binary variables indicating how each of the lanes
capable of switching is being used over time. Each switching lane has one variable for
each time step in the horizon. Suppose there are four switching lanes and the control
horizon is two steps, then this would result in eight binary variables.

The problem to be solved is finding which combination of binary variables results in the
least delay. In order to do this first all possible combinations of variables are determined.
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Since each variable has only two possible values the number of combinations is 2"Ne,

where n is here the number of switching lanes and N is the control horizon. This number
can be reduced by removing infeasible combinations, such as when certain switching lanes
are not allowed to be switched at the same time.

Solver

The resulting problem is a pure integer problem. There are three strategies for solving
this kind of problem. The first is enumeration, which constitutes of trying each possible
combination. The second is branch-and-bound, which is a more systematic way than
enumeration, eliminating certain subsets of combinations during optimization. The third
is using heuristics such as genetic algorithms or simulated annealing.

Enumeration is easy to implement and will result in finding the most optimal solution,
but it is only a possibility when the number of variables is low, since the problem size
grows exponentially with the number of variables. Because of these reasons enumeration
will be used to solve the problem when the number of variables is sufficiently small.

The benefit of using heuristics is that even with a very large number of variables an
acceptable result can still be obtained in reasonable time. It all depends on the settings;
in general the longer the search, the more optimal the result will be. If the search is
very short, the result will be similar to a random sample. For solving the upper-level
optimization with larger number of variables the Genetic Algorithm provided in Matlab’s
Global Optimization toolbox will be used.

Branch-and-bound can greatly reduce the number of function calls compared to enumer-
ation and it would therefore be a good choice to solve this problem. It can be tuned
to be more or less aggressive in its search. It has not been applied on this problem for
practical reasons. Matlab does not supply a good branch-and-bound solver and since the
other two solving strategies were already functioning well no further effort was applied
to implementing a solver of this type.

Genetic Algorithm

The ga function supplied in Matlab’s Global Optimization toolbox is a method for solving
non-linear derivative-free problems. It is well suited to deal with bit strings, where each
variable is a binary value. The cost function can consist of basically any kind of function
or algorithm. The function mimics biological evolution processes. It creates a population
consisting of possible solutions, calculates the cos